



alt.atheism 
comp.graphics
comp.os.ms-windows.misc
comp.sys.ibm.pc.hardware
comp.sys.mac.hardware
comp.windows.x
misc.forsale
rec.autos
rec.motorcycles
rec.sport.baseball
rec.sport.hockey 
sci.crypt
sci.electronics 
sci.med
sci.space 
soc.religion.christian
talk.politics.guns
talk.politics.mideast
talk.religion.misc
talk.politics.misc



List of the 20 newsgroups, partitioned respective to their subject matter is as follows: 




https://aws.amazon.com/getting-started/hands-on/semantic-content-recommendation-system-amazon-sagemaker/
https://medium.com/@siyao_sui/nlp-with-the-20-newsgroups-dataset-ab35cd0ea902

https://github.com/tanishq9/Text-Classification-20-Newsgroups
http://archive.ics.uci.edu/ml/datasets/Twenty+Newsgroups




MODELS

This project tries to develop a semantic content recommendation system using AWS Sage maker . Data has been trained and tested
on a 20 newsgroups dateset and comparision of two supervised algorithms namely Multinomial Naive Bayes Classifier and Support

Vector Machine(SVM) has been done on the basis of it. 

It would be fascinating to explore what makes every one of the classifiers proceed as
they do, may it be from the scores every classifier accomplishes in characterizing the
text, or the assets it consumes; time, and computer memory during training and testing.
Research can be done on the effect of component extraction and portrayal on the
performance of every classifier. For example Multinomial Naive Bayes in this study
performs far superior to SVM on account of the BOW approach. 
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AFFILIATIONS

INTRODUCTION

Information retrieval is the science of searching for information in a document, searching for documents
themselves, or searching for metadata that describe data. This project combines the techniques of  naive
bayes and support vector machine for information retrieval. This approach uses bayes formulae for text
document preprocessing and then uses support vector machine for classification

From this study, we found that Naive Bayes does very well in text classification. It
should be noted that SVM does achieve very good scores as well. In short, given a
text classification problem, any of the two could be used without a big compromise
on the classification accuracy. But if we want to do it in less training time, then it
would be advised to use Naïve Bayes instead of SVM.




The following classification report and line graph show performance of each classifier Multinomial Naive Bayes and SVM, in regards to precision, recall scores and F1-Score.

Multinomial Naive Bayes
This algorithm is a probabilistic learning method that is
mostly used in Natural Language Processing. It predicts
the tag of a text such as a piece of email or newspaper
article. It calculates the probability of each tag for a
given sample and then gives the tag with the highest
probability as output.

Support Vector Machine
The objective of this algorithm is to find a hyperplane
in an N-dimensional space that distinctly classifies
the data points.
To separate the two classes of data points, there are
many possible hyper planes that could be chosen.
Our objective is to find a plane that has the maximum
margin, i.e the maximum distance between data
points of both classes. 
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